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Abstract

Search query rewriting refers to the technology that gener-

ates alternative search queries which retrieve more results

pertaining to the original user intent. In the domain of e-

commerce in the home improvement industry, the lexical gap

between customer query and indexed product information is

among the top pain points impacting revenue perspective

and hurting customer experience. To reduce customer fric-

tion and improve search relevancy, in this paper, we propose

a novel query rewrite system that leverages large-scale in-

session user behavior which increases recall without compro-

mising the original query intent. The proposed system has

two major components: 1) an embedding system at query

level that generates query reformulations based on fast and

precise semantic representation, 2) a token similarity system

at character level that improves the robustness and practi-

cality of the embeddings. Evaluations based on the stratified

sampling of search queries show that the top-3 query rewrites

generated by the system significantly improve customer en-

gagements by an average of 40%. The beta version of the

system has been applied in various natural language and

query understanding projects with large potential revenue

impact.

1 Introduction

An intriguing challenge in the home improvement do-
main is the vocabulary mismatch between product in-
formation and customer queries. Pertaining to oper-
ational standards, vendors use professional nomencla-
ture to describe product titles and descriptions in our
catalog. Customers, on the contrary, are commonly ac-
customed to unoriginal nomenclatures or queries with
inadequate domain-specific information. For instance,
the query Tide pen most commonly refers to the prod-
uct Tide To Go stain remover. Since there is no Tide
pen in the product catalog, products retrieved by our
search engine will likely be either limited or irrelevant.
See Table 1 for examples of lexical differences between
customer query and product titles from the home im-
provement domain.

Based on our analysis, the vocabulary mismatch
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Customer Query Product Title

the thing under the chair furniture slides

clog remover drain auger

faucet connector supply line

elbow 90-degree pipe fitting

sheetrock mud joint compound

Table 1: Examples of Customer Queries And Corre-
sponding Product Titles

between customer queries and product terms could
impact as many as 30% of our search traffic resulting in,
as is called, low performing queries (LPQ). Specifically,
we regard LPQ as queries for which click-through rate
(CTR) is less than 20%, where the click-through rate is
defined as

CTR =
# of clicks from impression

# of unique sessions where query is searched
.

Addressing LPQs increases CTRs and consequently has
a positive impact on metrics such as ATC (Add-to-
Carts) and Gross Demand (GD) which are important
business metrics for online e-commerce operations.

While enriching ontologies or knowledge bases can
close this gap [3], this approach may not be sustainable
in practice as millions of products are onboarded and
billions of unique search terms are conducted every year.
Query rewriting techniques such as query relaxation [10]
and query expansion [6] have been used to handle such
vocabulary mismatch issues. These techniques remove
or add tokens or phrases from a query. However, we
argue that such operations are under the assumption
that the original query is self-explanatory, or in other
words, correct. To revisit the Tide pen example, it
would be reasonable to presume that query relaxation
would likely prioritize search engine executions on pen,
or query expansion would tend to promote the term
Tide. Therefore, the products retrieved would be either
ballpoint pens or laundry detergents (or a combination),
none of which could meet customer expectations.

It is worth noticing that customer behavior ob-
served on our website shows that customers tend to
focus on a single home remodeling project within a
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given session. This is partly because home remodeling
projects are generally non-trivial, both physically and fi-
nancially, and thus require substantial product research
and decision-making efforts. For example, a customer
working on fixing a running toilet could easily spend
hours searching and browsing products related to the
objective. The concentration of customer intents within
the same session produces a unique search characteris-
tic such that in-session search queries are likely to share
significant semantic homogeneity. Such characteristic
is the primary motivation for the proposed methodol-
ogy because modeling semantic relations of in-session
queries could produce query rewrite candidates and at
the same time, train domain-specific word embeddings.
In this paper, we propose a novel solution of generating
query rewrite candidates based on in-session customer
behaviors. In what follows, we present more algorithmic
details in terms of language models with corresponding
mathematical justifications. Our main contributions are
the following:

1. Quantifying search logs at query level in lieu of
token level as in previous works,

2. Constructing neural network language models
based on in-session query reformulations,

2 Related Works

Query rewrite systems can be traced back to the late
90s .COM boom when both Google and Yahoo started
to experiment automated spell correction systems [30].
These early query rewrite systems adopted heuristic-
based techniques that involve synonym replacement,
hyper/hypo-nym extraction and/or morphology nor-
malization [1,24,29]. See [4] for a comprehensive survey.
In recent years, techniques that utilize probabilistic lan-
guage models have become mainstream [9,17,26,31].

Lately, query rewrite systems that tackle low or
empty result queries for E-commerce applications have
been on the rise. [30] focused on dropping and replace-
ment at the token level based on probabilistic scoring
models. [28] add taxonomy constraints to sub-queries
and retrieve items from collections of historical pur-
chases to solve a unique use case of information retrieval
from ephemeral documents at eBay. [13] proposed query
suggestions by their semantic similarities. [22] described
a query segmentation method based on domain-specific
frequency models. However, most existing literature im-
poses methodological concentrations on lexicon or token
level, or focus on marketplace use cases. However, to the
best of our knowledge, no previous work has addressed
query rewrite challenges by modeling semantic relations
of in-session queries for e-commerce search in the home
improvement industry.

3 Methodology

3.1 The Query-Session Model. As aforemen-
tioned, we have observed significant homogeneity of cus-
tomer intents within the same session. In fact, in the
inspection of a random sample of 2K sessions of 2018,
we noticed more than 60% of them contained at least
two queries that could belong to the same intent. This
is largely because most home remodeling projects re-
search, estimation, comparison, and even validation, be-
fore final purchases. Consequently, due to the com-
plexity of the decision-making process that is usually
comprised of multiple steps or even phases, customers
typically are only able to focus on one specific step
or goal within a session. For example, to shop for a
project to install wall tiles in a bathroom, customers
would usually start by understanding specifications of
tiles, followed by researching the designs and patterns
of the tiles, then trying to collect other tools and ma-
terials for the installation before lastly studying related
how-to guides. Each individual step or phase will most
likely occupy the entire session during each visit. This
is the key motivation that drives the modification of
the standard language model to model queries based on
in-session behavior, in lieu of tokens and sentences.

More specifically, given a search session, we jointly
model the remaining tokens of each query after stan-
dard text cleaning procedures as documented in popu-
lar natural language processing (NLP) pipelines [19,20].
Lemmatization is only applied to high volume search
terms to avoid false positive suggestions. All punctua-
tion is excluded except for quotation marks (that rep-
resent foot and inch). Sessions thus can be modeled
similarly as in a standard language model, only that
words become queries in this case. We herein denote
the method as the query-session model. There are two
major and one minor advantage to the approach.

• Queries in each session can be regarded indepen-
dent from each other, as opposed to tokens in n-
gram or query segmentation researches [12] . Thus
a uni-gram language model could be enabled for
computational simplicity without sacrificing pre-
dictability.

• Since the topic of a given session is relatively identi-
cal, each individual query would be closely related
to the context (or other queries) of the sessions,
and hence can be used to predict other queries
within the same sessions. This assumption enables
methodological legitimacy of learning semantic re-
lations by the skip-gram model [21].

• As a minor advantage, in contrast to queries that
could be arbitrarily long, sessions are much shorter
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in terms of the number of queries. This could re-
sult in several folds of magnitudes of complexity re-
duction for back-propagation as splits in Huffman
trees [25] could be reduced significantly. Practi-
cally, we have noticed a 20-30% improvement in
training time.

Formally, we adopt in our approach a query-session
model that models the probability of an array of queries
in a session. Denote a clickstream sample as C, sj(qi),
or sj for short, as session j from C where qi has
been searched for. By the chain rule of conditional
probability [27], we know

(3.1) P (q1, . . . , qn) =

N∏
k=1

P (qk|q0, . . . , qk−1).

where N = |{qk : qk ∈ sj}|. By independence, Eq. (3.1)
simplifies to

P (q1, . . . , qn) =

n∏
i=1

P (qi).

Hence,

P (q1, . . . , qn|qi) =
∏
k 6=i

P (qk),

or,

(3.2) P (sj(qi)|qi) =
∏
k 6=i

P (qk).

Eq. (3.2) defines the query-session model as part of our
query rewrite system.

3.2 Query Embedding. In order to generate query
rewrite candidates, we start by training query embed-
ding vectors such that similar queries will have similar
vectors based on the query-session model. The proposed
approach is more robust than in-session query reformu-
lation [14] because cross-session customer behaviors are
jointly modeled through neural-network language mod-
els [2]. We argue that an effective query rewrite system
can be built by approximating the population of query
variations because customer behaviors stabilize as click-
stream [16] samples become large enough.

We employ the skip-gram model and follow stan-
dard treatments to parameterize the query-session
model. Consider conditional probabilities P (sj |qi; vi),
where vi denotes the vector representation of query i in
the search space. Combining [11] and [25], write

(3.3) arg max
vi

∏
(sj ,qi)∈C

P (sj |qi; vi),

as the objective function for the embedding process. By
Eq. (3.2), Eq. (3.3) simplifies to

arg max
vi

V∏
k=1

exp(vTk · vi)∑N
k′=1 exp(vTk′ · vi)

.

Or,
(3.4)

arg max
vi

V∑
k=1,k 6=i

[
vTk · vi − log

( N∑
k′=1

exp(vTk′ · vi)
)]
,

after log-transformation, where N is defined as in Eq.
(3.1) and V = |{qk′ : qk′ ∈ C}|, respectively.

To improve training efficiency and allow negative
sampling [21], we modify Eq. (3.4) as

(3.5) arg max
vi

[ V∑
k=1,k 6=i

log σ
(
vTk · vi

)
+

V ′∑
k′=1,k′ 6=i

log σ
(
−vTk′ · vi

) ]
,

where V ′ is the size of negative samples of (sj′ , qi), and
σ(x) is the sigmoid function σ(x) = 1

1+e−x .

3.3 Low Performing Query Improvement.
Given an LPQ, top 3 query rewrite candidates are gener-
ated based on the multiplicative combination objective
as suggested by [18]. Results are pre-calculated and
cached in an in-memory database such as Redis [5] with
daily re-indexing. For production viability and latency
thresholding, we only process queries that are searched
10 times or more on an annual basis, excluding product
ID or model number searches. The vector size is limited
to 200. On average, we have observed a 200% increase
in CTR before and after suggested rewrites in an evalu-
ation dataset hand picked by business stakeholders. See
Table 2 for an example of recommended query rewrites.

LPQ Rewrite
Percent of
Increase
in CTR

big fans heavy duty fans 300%

weed eater part gas trimmer parts 800%

kitchen area rug kitchen runners 500%

coffee pots coffee makers 300%

wireless
outdoor speaker

bluetooth
outdoor speaker

200%

Table 2: Examples of Query Rewrites for LPQ
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4 Evaluation

Evaluation of the proposed query rewrite system is
conducted using domain expert validation and random
sampling. Moreover, we evaluate the query rewrites for
selected categories of high traffic and revenue impact
for prioritization purposes. This strategy is mainly
for the purpose of business prioritization, as revenue
contributions of product categories vary substantially.
Our evaluation plan in a nutshell is stratified sampling
of queries by business impact targeting mean average
precision (MAP).

4.1 Evaluation Metric. We choose Precision@k
or P@k as the primary evaluation metric, given a
threshold θ0. Given an LPQ, for all query rewrites
with similarity distance greater than or equal to the
presumed threshold, we calculate the proportion of the
top k rewrites that are relevant, where relevancy is
generally considered as retaining the same customer
intent as the original query. For instance, for the query
lantern oil, rewrite candidate lantern fuel is considered
relevant, whereas fuel or lantern are not. Relevancy is
judged by a combination of expert opinions and expert
systems.

Mathematically, P@k is defined as

P@k =
# of relevant query rewrites @k

# of query rewrites @k
,

where k is set as 3 to balance recall and latency.

4.2 Test Data Preparation. Input queries with
CTR of 20% or less are first allocated into M categories
based on an in-house query classifier. A simple random
sampling is applied to each category to estimate P@3.
For each category, MAP is used as the final metric.

Denote pi as the population MAP of category i, and
p̂i as the corresponding sample MAP, we introduce error
rate hi and confidence level Ci, such that

(4.6) P

(∣∣∣∣ p̂i − pipi

∣∣∣∣ < hi

)
= Ci.

In our design, we set hi ∈ [0.01, 0.05] and Ci ∈
[0.95, 0.99], depending on the revenue impact of the
individual category. Note that the sampling approach
is designed to ensure that Ci of the time the sampled
proportion is not more than hi different from the
population proportion [7].

To determine sample size, let Ni be the size of
category i, we calculate sample size ni as

(4.7)


ni0 =

z2αi
(1− pi)
h2i pi

ni =
ni0

1 + (ni0 − 1) /Ni

,

where αi = (1−Ci)/2, and zαi
is the upper αi/2 quantile

of the standard normal distribution such that

P (Z < zai) = 1− αi
2
, Z ∼ N(0, 1).

4.3 Evaluation Results. To conduct the evalua-
tion, we regard one year of search log as the targeted
population. To make the evaluation more commercially
valuable, we separated the population into three groups
based on search volume and revenue impact. Those
groups are called herein Head, Medium and Tail. For
each group, we increase sample size by 1K at a time until
the desired confidence level is reached. Given a query,
the suggested query rewrite is considered positive if

• The rewrite is semantically similar.

• The rewrite has at least 40% more click-through
than the original.

Specific population, sample sizes for each group,
and corresponding metrics are presented in Table 3.
Results shown are for selected high revenue categories.
Note that population sizes are estimated based on ag-
gregation of search logs of the past two years. Moreover,
threshold for similarity distance is set at 0.85. Category
D is of a relatively lower average precision mostly be-
cause that it is a newly introduced category with much
less customer behavior data. Otherwise, MAP values of
around or over 0.9 from the system generate statistically
and commercially viable results.

Category
Population
Size

Sample
Size

MAP@3 Conf.

A 5M 1.6K 0.94 95%

B 6.8M 1K 0.95 95%

C 7M 1K 0.89 95%

D 10M 1K 0.85 95%

Table 3: LPQ Rewrite Evaluation Results

5 Conclusions and Future Work

We developed and evaluated a novel query rewrite
system for generating semantically close alternatives of
user input for improved precision and recall to promote
click-through and eventually sales. The system is able
to handle the vocabulary mismatch issue and improve
LPQs and CTR metrics. By training the session-query
embedding properly to maintain similar (intent) queries
within closer proximity.

The system is designed and fine-tuned toward high
volume and high revenue queries that are mostly short,
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broad and ambiguous. Because of the correct assump-
tions made regarding the query-session embedding com-
ponent, the system is able to support the massive major-
ity of search traffic and search conversions (actual per-
centages excluded from the paper) of the e-commerce
division of the home remodeling business that we sup-
port. By stratified sampling based evaluation of major
categories based on revenue impact, the system is able
to achieve close to 90% precision on average on MAP@3.

We exposed the query rewrite system as both
RESTful service and standalone word embeddings to
support multiple NLP tasks across major lines of busi-
ness here from query understanding to customer ser-
vice. As the search space expands, we plan to handle
the growing vocabulary size by a similar hashing trick
as in fastText [15]. In addition, the domain-specific
word embedding trained from the second component of
the proposed system needs more evaluation and bench-
marking against popular embeddings like ELMo [23] or
BERT [8]. We will address those tasks in more details
in future work.
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